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This paper examines the scheduling of
concurrent requests on multimedia stor-
age servers consisting of multiple re-
sources, which is a central issue in pro-
cessing and optimization of complex
queries in multimedia database systems
[Chaudhuri 1994]. It introduces a formal
model for the demands imposed by multi-
media requests on the server resources,
described a heuristic algorithm for
scheduling the requests that is based on
the formal model, and presents a formal
result that bounds the performance of
the schedule produced by the algorithm
compared to the optimal schedule.

Scheduling requests that involve con-
tinuous media data types, for example,
audio and video objects, is a challenging
problem due to the following distinguish-
ing characteristics of multimedia envi-
ronments:

(1) Service requests to servers are de-
lay-sensitive, having specific real-
time constraints for successive
media quanta.

(2) Service requests to servers are typi-
cally multidimensional, in the sense
that they alternate between multi-
ple resources of the server during
their execution.

For example, consider a content-based
video-retrieval request issued from a re-
mote client site, such as asking for se-

quences of digital video frames showing
the Parthenon. With respect to point (l),

the server must ensure that the video
frames are delivered to the user at some
prespecified rate to avoid “glitches.” With
respect to point (2), this request imposes
a significant load on the server’s mag-
netic and/or optical disk(s) that store

the video object’s frames, the server’s
CPU for identifying the frames contain-
ing the Parthenon, and the server’s net-

work interface connecting it to the re-
mote client for transferring the selected
frames,

On the basis of the architectural char-
acteristics of the multimedia storage
server and database statistics (e.g.,
declustering of objects across storage de-
vices, selectivity estimates), the rate re-

quirements of a service request can be
decomposed into a vector whose compo-
nents describe the bandwidth required
from individual resources. This decompo-
sition lies at the core of our mathemati-
cal framework for multidimensional re-
source scheduling in shared multimedia
servers. More precisely, the basic
premises of our modeling approach are
the following:

-A media server consists of a finite col-

lection of time-shareable resources.
Each resource is characterized by an
effective service rate (i. e., its effective
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bandwidth), which is assumed to be
uniform during system operation.

—A continuous media service request
consists of (a) a multidimensional rate
vector (~) whose components denote
the bandwidth requirements from in-
dividual resources, and (b) a response
time (7’) indicating the amount of time
for servicing the request once it has
been scheduled for execution.

Intuitively, the components of the rate
vector denote the amount of resource
bandwidth that the service request must
consume for the duration of its execution
to ensure smooth delivery of the media
strand(s) to the user. This multidimen-
sional model of resource usage was in-
spired by our previous work on resource
scheduling for parallel database systems
[Garofalakis and Ioannides 1995].

Consider the content-based video re-
trieval example mentioned earlier, and
assume a media server consisting of a
single CPU, three magnetic disks, and a
single network interface, corresponding
to rate vector dimensions 1 through 5,
respectively (Figure l(a)). Also, assume
that the retrieved video stream is uncom-
pressed NTSC “network-quality” video
with a consumption rate requirement of
r = 45 megabits per second (Mbps) that
has been declustered across the three
disks using a round-robin policy. Finally,
let m denote the selectivity of the re-
trieval (i.e., the fraction of the disk-resi-
dent frames that show the Parthenon)
and d the total size of the disk resident
stream. Under our model, this request is
described by the ordered pair (R, T ) =
<[i(r/a, r\3u, r\3a, r/3m), r], da/r),
where i is the average number of CPU
instructions executed per bit processed. 1
An implicit assumption here is that the
architecture of the server allows the CPU,
the disk subsystem, and the network in-
terface to operate in a fully pipelined

1Note that i depends on the nature of the service
request and is used to convert the data rate to CPU
bandwidth (instructions per second).

manner (e.g., sufficient buffering). Differ-
ent architectural assumptions about the
server can result in different (rate vec-
tor, response time) pairs.

Based on the preceding model, the re-
source-scheduling problem for multime-
dia requests is abstractly defined as
follows:

—Giuen: A collection of concurrent ser-
vice requests, each with a prespecified
(rate vector, response time).

—Find: A schedule of usage for the
server’s resources that (a) satisfies the
individual bandwidth requirements of
the requests without allowing the total
load on any resource to exceed its
availability (i.e., its effective band-
width); and (b) optimizes some system
metric, for example, schedule length,
system throughput, or average re-
sponse time (Figure l(b)).

Except for trivial cases, the defined
scheduling problem is clearly J&Z-hard,
as the multidimensional nature of con-
tinuous media access introduces a wide
range of possibilities for sharing the
server’s resources among concurrent re-
quests. Although the complexity of the
overall query optimization process in-
creases, one cannot afford to ignore these
scheduling issues during optimization,
because effective scheduling and re-
source sharing can substantially improve
system performance [Chaudhuri 19941.

Given the intractability of the problem,
we have developed a heuristic algorithm
that belongs to the class of list-schedul-
ing algorithms originally proposed by
Graham [1969]. Our scheduler initially
arranges the requests in some arbitrary
list L (e.g., sorted by maximum rate vec-
tor component). Whenever sufficient
bandwidth becomes available, the sched-
uler selects the first request in L which
can be serviced validly without exceeding
resource availability or violating prece-
dence constraints. Given the direct rela-
tionship of our modeling framework with
the models of Garey and Graham [1975]
for multiprocessor scheduling under re-
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Figure 1. Example of a service request: (a) service rate vector; (b) resource usage schedule.

source constraints, we use their results
to derive the following about our list-
scheduling algorithm.

THEOREM 1. The length of the sched-
ule (i.e., total response time) produced by
our list-scheduling heuristic for a set of
concurrent service requests with no prece-
dence constraints is always within d + 1
of the optimal schedule length, where d is
the number of resources in the server.

This result establishes the practicality
of our list-scheduling algorithm for mul-
timedia storage servers: the algorithm is
very efficient, can deal with the multidi-
mensionality of the requests, and guar-
antees a near-optimal response time for
a set of independent concurrent service
requests.
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